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Experimental and Theoretical Charge Density Study of the

Neurotransmitter Taurine
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Peter Turner!?!

Abstract: The experimental electron density distribution in taurine, 2-aminoethane
sulfonic acid, 1, has been determined from high-resolution X-ray diffraction data

collected at a temperature of 100 K. Taurine crystallizes as a zwitterion in the
monoclinic space group P2,/c. Topological analysis of the experimental electron
density and a comparison with high-level theoretical gas-phase calculations show that
the crystal environment has a significant influence on the electronic configuration of
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the sulfonate moiety in 1, which in the crystal is more delocalized than in the gas

phase. This crystal effect is mainly due to hydrogen bonding.

Introduction

Taurine, 2-aminoethane sulfonic acid (1, Figure 1), has a
variety of functions in the human body. It has a natural role in
the development of mammals,[" 2 with osmoregulatory prop-
erties,Pl prevention of lipid peroxidation,[¥ and membrane
stabilization.®! Taurine is also a neurotransmitter,l an acti-
vator and inhibitor of many receptor complexes,”®l and has
been shown to competitively bind at the GABA, recep-

Figure 1. Structure of 1 (ORTEP drawing, showing 50 % probability ellipsoids).
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tor.[% 1% Here, its neurotransmitter properties are largely due
to its interaction with receptors located on the neuronal cell
body layer and those on the dendrites in the hippocampus.!'!]
However, it has also been suggested that this is not the only
site at which taurine binds.['”l The complementary effects of
ethanol and taurine on brain function are of particular current
interest given reports that several people have died as a
consequence of consuming alcohol in conjunction with certain
taurine-containing energy drinks. Such publicity fueled our
interest in this molecule, espe-
cially as its GABAergic activity
is intrinsically involved in the
issue. It is known that ethanol
has a positive modulatory action
on GABA, receptors,¥l and
studies on high-alcohol sensitiv-
ity rats suggest that taurine may
play a protective role against the
adverse effects of alcohol in the
central nervous system (CNS),
including ethanol-induced sleep
time, although it enhances the
effect of alcohol at low doses.[']

Clearly, taurine is important in
a wide range of biochemical
processes; it is found throughout the body. These properties
ultimately derive from its specific interactions with receptors,
lipids, and other biomolecules, which in turn derive from the
detailed distribution of electron density within the molecule.
For instance, specific polar interactions such as hydrogen
bonding and charge —charge interactions play a vital role in
protein —ligand docking, and are also known to be important
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in determining transport properties such as cell-wall perme-
ability and CNS penetration.'”] We have therefore deter-
mined the electron density distribution in taurine using high-
resolution X-ray crystallography and theoretical methods,
with the aim of understanding the fundamental properties of
taurine and how it interacts with its environment.

In addition to the biological aspect, we are interested in
taurine because a consistent multipolar description of sulfur in
charge density analysis is difficult to obtain. What actually
constitutes the best model remains somewhat unclear. De-
spite the increasing abundance of electron density studies,
only relatively few have been devoted to sulfur-containing
complexes.l'] One study!'®l has shown that using a modified
value of ¢ for the sulfur Slater radial function (see Equa-
tion (3) below) decreases the overall refinement residual,
whereas changing the n; set was found to have very little
influence on the resulting electron density. However, this was
before Abramov et al.l'”! introduced the concept of the x”-
restricted multipolar model (KRMM), which yielded much
more reliable molecular properties such as dipole moments.
Taurine is ideal for testing these various conclusions, as it
contains charged, zwitterionic groups and a range of bonding
motifs, from “simple” ¢-C—C and C-N bonds, through
hypervalent S=O bonds, to inter- and intramolecular hydro-
gen bonds.

Experimental Section

X-ray data collection: Crystals of taurine were grown from nonaqueous
solvents by slow evaporation. Single-crystal, high-resolution, low-temper-
ature data were collected on a Bruker SMART 1000 CCD-based diffrac-
tometer. Cell constants were obtained from the least-squares refinement of
4204 reflections located between 26 values of 5.3 and 106.9°. Three
reciprocal space data spheres were collected, with one sphere providing
data between 20 values of 2 and 58°, a second for data between 42 and 98°,
and a third for data between 72 and 128°. Data were collected at 100(2) K
with w-scan increments of 0.3°. The intensities of 324 reflections recollected
at the end of the experiment did not change significantly during data
collection. The data integration and reduction were undertaken with the
SAINT + ¥ and DREAM!™ suite of programs.

CCDC-195538 contains the supplementary crystallographic data for this
paper. These data can be obtained free of charge via www.ccdc.cam.ac.uk/
conts/retrieving.html (or from the Cambridge Crystallographic Data
Centre, 12 Union Road, Cambridge CB21EZ, UK; fax: (+44)1223-336;
or e-mail: deposit@ccdc.cam.ac.uk).

Computational details: All gas-phase DFT calculations were performed
with the GAUSSIANOS package®! at the 6311 ++ G** level of theory,
using the three-parameter hybrid exchange functional of Beckel'? in
combination (vide supra) with the gradient-corrected exchange-correlation
potential of Lee, Yang, and Parr (B3LYP).2'><d The topological analyses of
the theoretical data were based on the wavefunctions obtained from single-
point calculations using the same basis sets, and used the AIMPAC suite of
programs.?!

Full optimization of taurine in the gas phase, starting from the experimental
geometry, results in transfer of a hydrogen atom from N to O, yielding the
neutral, rather than the zwitterionic form. Restricted optimizations, in
which the N—H bond lengths were fixed at experimental distances, showed
no significant deviations from the crystal structure in bond lengths, angles,
or torsions. We therefore report theoretical results only for the exper-
imental geometry, as shown in Figure 1.

Multipole refinement: The aspherical electron density was fitted with a
rigid pseudo-atom multipolar description as suggested by Hansen et al.[**]
([Eq. (1) and (2)] and implemented in the XD program package.*!
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In a crystal, the electron density p(r) can be described by a sum of
aspherical pseudoatoms with nuclear positions {R;} as given in Equation
(1). It has the pseudoatomic density form of given in Equation (2).

p(r)=Zp(r-R)) 1)
Imax +/

Pj("i) :Pcpc(rj) + K’BPvPv(K/"i) + Z Z KI”}PImRI(K”r/)dImp | (9/471) (2)
=1 m=0
The expression for the pseudoatom density includes the usual spherical
core, a term to describe the spherical component of the valence density,
plus a deformation term describing the asphericity of the valence density.
The radial functions ({R/(r;)} are modulated by angular functions
{d1p(0,,0,)}, defined by axes centered on each atom. A number of radial
functions may be used, the most common being Slater-type functions

[Eq. ®)]-
R(r) = Nr'exp(—&r) ©)

Refinements were carried out using the full-matrix least-squares program
XDLSM of XD, while all one-electron properties were determined with
XDPROP also part of the XD suite. For all refinements the quantity
Sw | Fyps|— K| Feaea|*> was minimized with the statistical weight
w=1/0%(F,,), using structure factors that met F,. > 40(F,,). The value
of ¢ for sulfur was that of the free atom (7.278 A-1).23]

An initial high-order independent atom model (IAM) refinement of the
structural parameters of the non-hydrogen atoms based on reflections with
sin(0)/4 values above 0.8 A1, where all atoms are treated as spherical,
determined the molecular geometry. The N—H and C-H bonds were
normalized at 1.009 and 1.092 A, respectively, corresponding to tabulated
neutron diffraction results.?! Using this structural basis, a x refinement
(HF monopole and x’ only) was carried out. Subsequently, the multipoles
were stepwise included in the refinements, ultimately reaching hexadeca-
poles for S (I,.x=4), octapoles for O, N, and C (/,,,=3), while the
hydrogen atoms were treated with one monopole and the aspherical
density was modeled by a single bond-directed dipole (/.x=1). The
hydrogen atoms bonded to N, C(1), and C(2), respectively, were treated as
chemically independent in all refinements. With this model established, the
radial adjustment parameter for the aspherical functions (k") for each
atom type was refined, with the restriction that x;” was the same for all
values of /. The values used for the exponents in the expression for the
radial functions (n,) for S were the default values (4,4,4,4,4) for /=0-4. The
final model of this form (hereafter denoted model I) was obtained from a
subsequent refinement of all parameters, except x”. The results are
summarized in Tables 1 and 2.

It was clear, however, that this model exhibited some discrepancies when
compared with the results of the theoretical calculations. In particular,
differences were found in the charge density distribution in the sulfur—
oxygen bonds, and therefore we concentrated on optimizing our model.

Model optimization: The study of Abramov et al.l'’l showed that the use of
a kappa-restricted multipolar model in the refinement procedure leads to
considerably more reliable molecular properties, in particular dipole
moments. The use of a KRMM relates to the problem that might occur
with basis set superposition errors for instance in hydrogen bonds, in which
very diffuse functions may become necessary to describe the electron
density. In a KRMM refinement, the ;" values are fixed as those obtained
by multipolar refinement of theoretical structure factors.

KRMM models: The single-point gas-phase calculation based on the
experimental geometry was used to generate theoretical structure factors
from the DFT wavefunction with same Bragg reflections as used in the
experimental refinement. These were free of extinction and anomalous
dispersion effects.””) These data were treated as observations and refined
with XDLSM in the same manner as the experimental data. The temper-
ature factors of all atoms were set to zero, since only static Born—Op-
penheimer densities are needed for comparison with the static experimen-
tal density. The level of multipole expansion in these refinements was
identical to the ones used in the refinement against experimental structure
factors. Initially, refinement of multipoles and both x values, was problem-
atic, with «” refining to unreasonable values. Thus the values of k" were
fixed at unity, while refining the multipoles and x’. Subsequently, all
multipoles were fixed and only the ' and k,” parameters were refined.

0947-6539/03/0905-1076 $ 20.00+.50/0 Chem. Eur. J. 2003, 9, No. 5



Charge Density Study of Taurine

1075-1084

Table 1. Crystallographic details.

empirical formula C,H;NO,S
formula weight [gmol!] 125.15
crystal system monoclinic
space group P2,/c

V4 4
temperature [K] 100

a[A] 5.2753(2)
b[A] 11.6569(2)
c[A] 7.8138(2)
A I°] 93.898(1)
V [A3] 479.4

Peaca [Mgm ] 1.734
F(000) 264

u [mm™] 0.564
crystal size [mm] 0.25x0.20x0.20
wavelength, A [A] 0.7107
[sin(0)/Amar] [AY] 1.24
limiting indices (h, k, [) —12-11,0-28,0-19
number of collected reflections 23424
symmetry-independent reflections 6887
reflections with F, > 40(F,) 6108
completeness 97 %
redundancy av. 5.8

Riy 0.023

R(F) 0.018
R(F?) 0.026
R,(F?) 0.035

S 1.66

Nops/ N, 302

obs/ £ Vvar

Table 2. Monopole charges and « values from model 1.

(6,6,6,7,7) to describe the aspherical density of the phosphorus atom. We
adopted this approach with the simplistic reasoning that phosphorus is a
close neighbor to sulfur.

The refinement details (Table 4) indicate that the default »; set (4,4,4,4,4)
for I=0-4 for S gives the better refinement, although the agreement
between theory and experiment seems to be better when the n; set
(6,6,6,7,7) was employed. Therefore, in the following discussion, two
KRMM refinements using the (4,4,4,4,4) model (model II) as well as the
(6,6,6,7,7) model (model I1I) will be evaluated. It should be noted that the «
refinement in Table 4 uses the standard n,set of (4,4,4,4,4).

Table 4. Selected refinement details.

x Refinement!?! Model II Model III
R(F) 0.023 0.018 0.019
R(F?) 0.037 0.026 0.029
R (F?) 0.058 0.035 0.038
S 2.66 1.65 1.76
Noo/Noo 783 463 463
K (S) 1.122(5) 1.119(3) 1.093(3)
K (0) 0.977(1) 0.971(1) 0.975(1)
K (N) 1.005(3) 0.988(3) 0.983(2)
K (C) 1.042(3) 1.028(3) 1.025(2)

[a] HF monopole and «’ only.

The largest residual density remains in the region close to sulfur as shown
by the residual density in the three planes of C(2)-S(1)-O. For model IIT
these are shown in Figure 2 (analogous maps from models I and II are
almost identical—see Supporting Information).

Results and and Discussion

Geometric details: The low-resolution structure of 1 has been
reported previously.?”] Table 5 details the molecular structure

Atom q[P,] K’ Ky

S(1) 4.74(4) 1.124(3) 1.008(3)
o) 6.87(2) 0.971(1) 0.868(1)
0(2) 6.73(2) 0.971(1) 0.868(1)
0Q3) 6.74(2) 0.971(1) 0.868(1)
N(1) 5.51(6) 0.985(3) 0.821(2)
C(1) 3.91(5) 1.025(3) 0.850(2)
C(2) 3.99(4) 1.025(3) 0.850(2)

Atomic positions, scale factor (set to unity) and thermal parameters were
not refined.

The «,” values obtained from the refinements of theoretical structure
factors (Table 3) were introduced and fixed in the refinement of exper-
imental structure factors. Again, the level of multipole expansion was /., =4
for S and /,,,=3 for O, C, and N. Besides the multipolar parameters, «’,
extinction and scale factors were refined.

It has been shown that second row atoms are often inadequately modeled

by the standard nset of (4,4,4,4,4). The coefficients n,; are chosen so that
the maximum of the radial function is at the peak density position. Moss
and coworkers®! in an analysis of H;PO,, suggested the use of n; set

Table 3. Monopole and « values from the least-squares refinements of theoretical
structure factors. For k", average values are given.

Atom n;set (4,4,44.4) n;set (6,6,6,7,7) n;set (4,4,4,44) n,; set (6,6,6,7,7)

q[P.] q[P.] K’ K’ K’ K’
S(1) 558 571 1.005 0.982 1.005 1.033
Oo(1) 623 6.16 0.997 0.995 0.997 1.005
0(2) 617 6.02 0.997 0.995 0.997 1.005
0(3) 631 6.35 0.997 0.995 0.997 1.005
N(1) 5.62 5.55 0.996 0.965 0.997 0.962
C(1) 435 4.36 1.005 0.991 1.004 0.991
C(2) 435 4.39 1.005 0.991 1.004 0.991
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Figure 2. Residual density in the three planes of C(2)-S(1)-O from model
III. Solid lines show positive contours, negative contours are dashed. Zero
contour is dotted. The contour interval is 0.1 e A3,
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Table 5. Bond lengths [A] and angles [°] in 1.

S(1)-0(1) 1.4720(2) C(2)-C(1)-N(1) 11227(2)
S(1)-0(2) 1.4543(2) 0(1)-8(1)-0(2) 113.79(1)
S(1)-0(3) 1.4714(2) 0(1)-S(1)-0(3) 110.85(1)
S(1)-C(2) 1.7858(2) 0(1)-8(1)-C(2) 105.63(1)
Cc(1)-C(2) 1.5259(3) 0(2)-S(1)-0(3) 113.01(1)
C(1)-N(1) 1.4910(3) 0(2)-8(1)-C(2) 107.01(1)
0(3)-8(1)-C(2) 105.88(1)
S(1)-C(2)-C(1) 112.54(2)
C(2)-C(1)-N(1) 11227(2)

the three C(2)-S(1)—O planes taken from model III. The
corresponding plots from models I and II, which have been
deposited, show similar features to those in Figure 3. The
major difference is that model III gives much lower peak
heights around the sulfur atom.

These maps clearly show the bonding density in the C—S
and S—O bonds, as well as excess electron density around the
oxygen atoms. However, the positions of the maximum
deformation density on the O atoms (i.e. lone pair regions)

of 1 as determined in the present
experiment. Two of the three S—O
bonds (to O(1) and O(3)) have the
same length; they are just 0.02 A
longer than the S—O(2) bond. Liter-
ature values for the sulfonic acid
groupl? show two S=O bonds at
142 A, compared with 1.53 A for
the S—OH bond. The average value
for sulfonate S—O bonds is 1.46 A.
Thus, the small differences observed
in the experimental S—O bond

lengths indicate that almost com-
plete electronic delocalization is
present in the SO;~ region, and
hence that no preferential occupa-
tion of the extra electron on O(3) is
observed in the crystal structure.

It is noteworthy that O(2), while
having the shortest S—O bond
length, is only involved in very weak
hydrogen bonds, whereas the two
other oxygen atoms both participate
in a much stronger hydrogen bond-
ing pattern (see Table 6). This sug-
gests that hydrogen bonds may
influence the degree of electronic delocalization in the SO;~
group, enhancing the single bond character of bonds to (i.e.
negative charge on) the oxygen atoms involved in hydrogen
bonds. This will be discussed in greater detail in the
topological analysis section.

Electron density distribution in covalent bonds: The electron
density distribution (EDD) in the SO; region in 1 is illustrated
in Figure 3, showing the static deformation density maps in

Table 6. Hydrogen bond geometries.

Length Angle
O(1)-H(2)k 1.7990(2) N(1)-H(2)#-0(1) 166.18(1)
O(3)-H(3)M 1.9219(2) N(1)P-H(3)P-O(3) 157.08(1)
O(3)-H(1) 2.2541(2) N(1)lE-H(1)-0(3) 129.41(1)
O(3)-H(1) 2.2749(2) N(1)-H(1)-O(3) 120.79(1)
O(1)-H(1)t 2.3682(2) N(1)l-H(1)-0(1) 139.95(1)
O(2)-H(2A)4 2.3704(2) C(2)H-H(2 A)U-0O(2) 160.41(1)
O(1)-H(2B)k 2.4087(2) C(2)F-H(2B)E-0(1) 147.38(1)
O(2)-H(3)1 2.4395(2) N(1)U-H(3)1-0(2) 108.05(1)

[a] —x+1,05+y, —z+15.[b] —x+2, -y, —z+2.[c] —x+1, —y,
—z+2.[d]x,05-y,05+z. [e] —x,y, z. [f] —x+2,y+0.5, —z+1.5.
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Figure 3. Experimental static deformation density from model III. Contours as in Figure 2.

is quite diffuse and does not show any clear pattern. This may
be due to the existence of electronic delocalization over all
three oxygen atoms, combined with the fact that only the
time-averaged situation can be determined with an X-ray
diffraction study. In this case, a mix of tetrahedral and planar
(sp?® and sp?) is expected and the lone pair positions might not
reveal any real information. The results of a search for the
maxima in the Laplacian of the electron density (the valence
shell charge concentrations, or VSCCs) around the oxygen
atoms supports this view, since on O(2) and O(3) only two
maxima are found, whereas three can be found on O(1). Their
geometries are, however, significantly distorted from expect-
ed values indicating that these maxima may not correspond to
true lone pairs.

The Laplacian of the density from models IT and III in the
same planes as shown in Figure 3 are given in Figure 4.

Although there are maxima clearly visible around the
oxygen atoms, it remains suspect to assign these maxima as
any definitive clear lone pair structure. It is worth noting that
model II (Figure 4a ) produces S—O bonds, which appear as
closed-shell, ionic interactions. This feature can also be
recognized in the similar plots from Model I (see Supporting

0947-6539/03/0905-1078 $ 20.00+.50/0 Chem. Eur. J. 2003, 9, No. 5
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Figure 4. a) Negative Laplacian plots of model II in the same planes as Figure 3. The contours are at 2, 4, and 8 x
10n, n=-2, —1, 0, 1, 2. Solid lines show positive contours, negative contours are shown with dashed lines.
b) Negative Laplacian plots of model III in the same planes as Figure 3.

properties of the S—O bonds
will be presented in the next
section.

Topological analysis: The theo-
ry of atoms in molecules
(AIM), developed by Bader
and co-workers,/?2l makes avail-
able a quantitative comparison
of bonding features between
theory and experiment through
the topology of the electron
density. Table 7 lists the topo-
logical properties of the bond
critical points (bep) in 1. The
degree of similarity between
models I and II is extensive,
and the results from model I
have thus been omitted.

Most topological properties
for the majority of bonds show
reasonable agreement between
experiment and both theoreti-
cal models, with high p,,, neg-
ative V2py,, and negligible el-
lipticity for C—C, S—C, and N—C
bonds confirming their single,
covalent nature. A general
trend is that model II gives bcps
that are closer to the oxygen
atoms, compared to the theo-
retical models. The result of
using model III is that the bcps
are found closer to the sulfur
atom, thus closer to the position
of the theoretical bcps.

The most significant differ-
ences between experiment and
theory are found when consid-
ering the S—O bonds. Models II
and III both show p, (and
hence bond strength) increases
from S—O(1) to S—O(3), while
theoretical results do not show
this trend whatsoever. Howev-
er, the two models do not agree
on the nature of the S—O bonds,
as given by the values of V2.
In model II, V?p,, is increas-
ingly negative from S—O(1) to
S—O(3), while model III gives
very similar and positive values
for all three S—O bonds, as do
the theoretical results. The val-
ue of V2py, has been used to

Information), whereas Model III (Figure 4b ) shows an open- label the interatomic interaction as either closed-shell/ionic
shell interaction with O(3). In the theoretical electron density (V20uep > 0) or open-shell/covalent (V2py, < 0),2 and the two
the S—O bonds all appear as open-shell interactions (Fig- experimental models seem to disagree on this important
ure 5). However, a more elaborate discussion of these point.
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SQ)

point, that is the theoretical
position of the bep (shown with
a vertical line in Figure 7) gives
much better agreement be-
tween model III and theory
(Table 8). At this distance along
the S—O vector, both densities
have large, positive V?p values,

which might lead us to conclude

RON

that these are closed-shell, ionic
bonds. Table 8 also confirms
that model II differs markedly
from these results, since even
this close to the S nucleus the
S—0O(2) bond has a V?p value
less than half that found in the
other models, and in S—O(3)
the Laplacian is actually still

Figure 5. Theoretical negative Laplacian maps. Contours as in Figure 4a.

Table 7. Topological properties at the bond critical points in 1.

Bond,, Model Py, [CA%] vzphcp [eAis] € dioep [A] dyep [A]
S(1)-O(1) 1II 1.94(2) 0.08(6) 0.12 0.662 0.810
I 1.98(2) 3.17(4) 0.06 0.639 0.833

theory 1.94 202 0.03 0575  0.89%
S1)-0(@2) I 2.28(2) —6.89(6) 0.14 0681  0.774
m 2.15(1) 3.103) 011 0622  0.833
theory 1.99 24.1 003 0622 03833
S(1)-0(3) I 2.47(2) —936(5) 0.09 0704  0.768
m 221(1) 2333) 007 0.620 0851
theory 1.92 21.0 002 0620 0851
S1)-C(2) T 1.26(1) —242(2) 008 0943 0843
m 12502) —429(3) 004 0919  0.869
theory 1.41 102 001 0931  0.856
c(1)-C@2) I 1.62(2) —922(3) 001 0792  0.734
M 1.65(2) —941(4) 002 0786  0.741
theory 1.64 132 0.04 0799 0728

N(1)-C(1) I 1.71(2) ~992(5) 010 0853  0.638
o 1.73(2) —~9.73(6) 0.08 0851  0.641
theory 1.56 ~11.8 0.03 0.951 0.541

The reason for the large observed discrepancies between
theory and experiment can be elucidated by looking at the
behavior of p and V?p along the interatomic vectors in the
three S—O bonds, which are shown in Figure 6 (p) and
Figure 7 (V?p) for models II and III as well as theory. The
position of the bep in the theoretical density is indicated with a
vertical line in each plot. These plots give much more
elaborate information about the S—O bonds, and show very
clearly the difference between the models. It is evident that
the curves representing theory and model III have broadly
similar appearance, whereas the behavior of V2o in model I1 is
fundamentally different. Thus, the apparently large differ-
ences noted in Table 7 between theory and experiment are
due to rather small differences in the position of the bcp in
these densities, and due to the fact that V2p is changing rapidly
in this internuclear region. The explanation for the differences
may be the influence of hydrogen bonding, as discussed in the
following section. Estimating the values of V?p at the same
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negative.

Theoretical calculations al-
low us to calculate the covalent
bond order directly, using the
method proposed by Angyan and co-workers.?!l These show
bond orders slightly greater than unity for two S—O bonds
(1.09, 1.12 to O(1) and O(2), respectively) while the bond to
O(3) is calculated to have a covalent order of just 0.97. The
slightly lower value for S—O(3) may result from the stronger
hydrogen bonding in which this atom is involved (see below),
but the overall picture is one of polarized, but still strongly
covalent S—O bonds. The homopolar C—C bond has an order
of 0.99, while the more heteropolar S—C and N—C bonds have
the lower values of 0.76 and 0.87, respectively.

Hydrogen bonding: Table 9 reports the topological properties
of the hydrogen bonds identified from model III, and clearly
shows that the shortest, strongest hydrogen bond in the
system is the intermolecular interaction between O(1) and
H(2) (Figure 8). Atom O(3) is involved in intra- and
intermolecular hydrogen bonds, of which the intermolecular
contact is stronger by a significant margin. The intramolecular
contact shows fairly typical hydrogen-bond properties, and
although its elipticity is rather high, this value is well within
the ranges suggested by Hocquet for stable interactions.[*?
Other intermolecular contacts are rather weak, and O(2) has
no intermolecular interactions of any significance. By defi-
nition, the theoretical EDD includes only the effects of the
single intramolecular hydrogen bond between O(3) and H(1),
and values calculated here agree well with experimental
observations. It is difficult to ascribe the differences observed
in S—O bond properties to hydrogen bonding, since on this
basis one would expect the best agreement between experi-
ment and theory for O(2) (very weak hydrogen bonds) and
the worst for O(1) (strongest hydrogen bond).

Atomic charges: Two definitions of atomic charges, either
from refined monopole populations or by integrating the
electron density over each atomic basin,*! are reported in
Table 10 for model III and theory. All definitions agree on the
broad picture of positive sulfur and negative oxygen and
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Figure 6. Comparison of the experimental electron density (models IT and
IIT) and theoretical electron density along the interatomic S—O lines.

nitrogen, though the actual values vary considerably within
this. We concentrate on the integrated atomic charges here, as
these are rigorously derived from the electron density, and can
be directly compared between experiment and theory. Nota-
bly, charges from the monopolar values from a x refinement*¥
in most cases give the correct sign, but absolute values tend to
be significantly underestimated.

The sulfur atom is highly positive, with a charge exceeding
+2 electrons. The atomic charges on the oxygen atoms reflect
the nearly complete delocalization, though small differences
(about 10%) in the charges on O(1) to O(3) are observed in
both experimental and theoretical results. The nitrogen atom

Chem. Eur. J. 2003, 9, No. 5
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Table 8. Bond critical point properties of experimental density at theoret-
ical positions.

Bond,, Model Poep [ A7 V20hep [€ A7)
S(1)-0(1) Il 2.02 16.7

II1 2.04 222

theory 1.94 20.2
S(1)-0(2) Il 242 79

III 220 24.0

theory 1.99 24.1
S(1)-0(3) 11 2.68 -26

111 225 20.2

theory 1.92 21.0
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Table 9. Topological details of hydrogen bonds from model III.

Bond,, Model Py V0iep 3 dyinep 5 nep
[eA?]  [eA7] [A] [A]

O(1)-H(2)k 111 021(1) 3.65(1) 0.04 1170 0.631

O(3)-H(3)™ 111 0.16(1)  2.75(1) 0.01 1235  0.692

O(3)—H(1) 111 0.10(1)  1.53(1) 021 1322 0974

theory  0.11 1.18 016 1412 0.877

0B3)-H(1)H I 0.09(1) 146(1) 016 1316  0.960
O(1)~H(1) I 0.06(1) 1.09(1) 072 1373  1.002
0(2)-HRA)M I 0.03(1) 083(1) 084 1456  1.005
O(1)-H@2B)¢  TII 0.03(1) 0.73(1) 055 1446  1.055
0(2)-HB)! 111 007(1)  1.19(1) 007 1345 1114

[a] —x+1,05+y, —z+15.[b] —x+2, —y, —z+2.[c] —x+1, —y,
—z+2.[d]x, 05—y, 054z [e]x—1,y z. [f] —x+2, y+0.5, —z+1.5.

@01}  on)g

%

[ g0
Q(1) f
e HUIRG O Hi3)

Figure 8. Hydrogen bonding present in taurine.

Table 10. Atomic charges.

Atom k-ref Mod III Mod III Theory Theory
q[P] q[P.] q[Q] q[€] MSK
S(1) +0.74 +1.62 +2.68 +3.21 +1.36
0o(1) —0.70 -0.78 -1.09 -1.34 —0.68
0(Q) —0.48 —0.62 —-1.13 —-1.32 —0.65
0(3) -0.52 -0.73 -1.22 -1.37 -0.73
N(1) -0.56 -0.37 -1.33 -0.97 —0.48
C(1) +0.05 +0.01 +0.41 +0.27 +0.17
C(2) +0.09 -0.21 +0.07 —0.11 -0.50
w(D) 10.7 15.5 15.5 15.0 15.0

is highly negative, reflecting the fact that it attracts a large
amount of electron density from its three hydrogen atoms.
However, the NH; moiety remains positive when the hydro-
gen atomic charges are included (g, = +0.36). Similarly, the
SO; group is negatively charged (g, = —0.97). The different
chemical environment of the two carbon atoms is also
reflected in the atomic charges. C(2) is bonded to the highly
positive S(1), while C(1) is bonded to the electronegative
N(1). The larger positive charge on C(1) is therefore expected.

1082
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The molecular dipole moment (Table 10) can easily be
calculated from the multipolar parameters, and appears to be
very dependent on the choice of radial functions used in the
refinements. This dependence can clearly be seen in the
comparison of u from the k-ref (n,-set 4,4,4,4,4) and model IIT
(n; set 6,6,6,7,7). The gas phase dipole moment is 15.0 Debye,
while in the crystal environment this ranges from 15.5D
(model III) to 18.0 D (model II) or 18.2 D (model I).

Electrostatic properties of taurine: A useful application of the
multipole model is the ability to derive the molecular
electrostatic potential (MEP) for an isolated molecule in the
crystalline environment, and hence to evaluate contributions
of electrostatics to intermolecular interactions and the lattice
stabilization.® Figure 9a shows the theoretical map as both

Figure 9. Electrostatic potential around 1 from model III (a) and theory

().

negative (purple) and positive (blue) regions of this property,
at the £0.11 au isosurface value. Figure 9b shows the
experimental as both negative (purple: —0.2eA-!) and
positive (blue: +0.5 ¢ A1) regions of this property of 1. It is
apparent that the negative electrostatic potential is concen-
trated solely around the SO;~ group, while the rest of the
molecule has positive electrostatic potential, particularly
around the NH;* group. This is in accord with the large
molecular dipole moment reported in Table 10, which in-
dicates large separation of positive and negative charges.
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Considering first the shape of the theoretical electrostatic
potential (Figure 9a), the SO;~ group is interesting, as it
shows substantial differences between O(3), which is involved
in the intramolecular hydrogen bond, and the remaining
oxygen atoms. The hydrogen bond clearly masks much of the
electronegative character of O(3), tying it up in the intra-
molecular interaction and preventing it from attracting an
external positive charge/electrophile. When compared to the
experimental MEP this apparent difference is far less
pronounced. This can be attributed to the fact that in the
crystal all the oxygen atoms are involved in a number of
intermolecular hydrogen bonds (not present in the gas-phase
calculation), and as a result the MEP has been enhanced over
the entire SO;~ moiety. This distribution of electrostatic
potential must have implications for recognition and transport
of taurine, since all oxygens and the nitrogen atom are freely
available for hydrogen bonding. The oxygen O(3) has a
greater negative potential, thus any interactions of this atom
will be strengthened by this effect.

The zwitterionic nature of 1 and its correspondingly large
dipole moment suggest that electrostatic forces should
dominate its intermolecular interactions. The energies of
these interactions can be calculated from the set of refined
multipoles, which has been shown to give accurate estimates
of crystal lattice energies.*! In the current study, we find that
the calculated lattice energy is highly dependent on the choice
of multipole model. For model II, a lattice energy of
—206.8 (80) kJmol~! is found, which is reduced to
—121.1(79) kI mol~! using model IIL. In the former, electro-
static, exchange/repulsion and dispersion forces contribute
—369.2, 291.0 and —128.5 kJmol~!, respectively, while the
lower lattice energy in the latter is solely a result of a decrease
in the electrostatic contributions by approximately
100 kI mol~". Thus, despite the differences between individual
models it is evident that electrostatic forces do indeed
dominate the intermolecular interactions in crystalline taur-
ine.

The MEP can also be used to derive a set of atomic partial
charges, using the Scheme proposed by Mertz et al.® These
reproduce the potential outside the molecule and hence
compactly describe it. Such Mertz-Sing — Kollman (MSK)
charges, reported in Table 10, follow the same pattern as those
derived from monopole populations or integrated over atomic
basins, with negative oxygen and nitrogen atoms and positive
sulfur. Unlike in the AIM charges we see that O(2), which has
a much smaller electrostatic potential maximum than O(1)
and O(3), has a slightly smaller than average MSK charge.

Conclusions

We have determined the high-resolution electron density
distribution of taurine using several models based around the
standard multipole formalism, and compared the results
throughout with the analogous properties determined by
theoretical calculation. These studies indicate that the intro-
duction of a x-restricted multipolar model does not signifi-
cantly improve the final result, including the molecular
moments. On the other hand, a fundamental difference in

Chem. Eur. J. 2003, 9, No. 5
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the interatomic bonds is observed with a change of the radial
function employed in the least squares refinements, in
contrast to previous studies of the influence of these
parameters. Further electron density studies on sulfur-con-
taining complexes are planned to highlight the observed
dependence of radial functions of sulfur.

It is noted that topological properties of the electron
density alone do not give sufficiently detailed information to
compare multipolar models or to obtain an accurate picture of
chemical bonding. Instead, detailed study of electron density
properties along each internuclear vector is required for the
complete picture. This is particularly so in the case of the S—O
bonds of the SO;~ group, which are delocalized and show
properties intermediate between single and double bonds
such that individual lone pairs cannot be reliably located. The
zwitterionic nature of taurine is evident from its electrostatic
potential, showing large negative regions around SO;~ and
positive around NH;*, with an overall enhancement of the
negative potential of the sulfonate group in the crystal
environment.
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